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\begin{abstract}
The rapid growth of Web services has made it a challenge for users to find appropriate Web services because it is very difficult for traditional Web service recommendation approaches to process the large amount of service-relevant data. To address this issue, this paper proposes CA-QGS (Covering Algorithm based on Quotient space Granularity analysis on Spark), a scalable approach for accurate Web service recommendation in large-scale scenarios. CA-QGS first clusters users and Web services based on users' past quality experiences on co-invoked Web services. It then performs granularity analysis on the clustering results to identify users and Web services that are similar to the target user and Web service, and employs the collaborative filtering technique to predict the quality of the target Web service for the target user. This way, appropriate Web services can finally be recommended to the target user. To increase the efficiency of CA-QGS, we parallelize CA-QGS on Spark. Extensive experiments show that CA-QGS outperforms existing approaches in both recommendation accuracy and efficiency.
\end{abstract}
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1. Introduction

Big data analytics is being employed in many areas to improve the quality and value of a variety of services [1]. In the big data environment, more and more services are deployed in the cloud to provide different functionalities [2]. According to Programmable Web, an online Web service repository, the number of published Web services has increased by four times since 2009. The statistics published webservices.seekda.com, a Web service search engine, also indicate an exponential growth in the number of published Web services in the past several years [38]. The rapid increase in the number of Web services, as well as users, has generated a large amount data on users, Web services and users' experiences on Web services. It is essential for researchers to explore and analyze this big data to extract useful information for predicting the quality of Web services and recommending Web services to users. In recent years, the collaborative filtering (CF) technique, such as item-based [21,23–25] and user-based [17,18,22] methods, have been widely employed in the implementation of recommender systems for Web services. Its fundamental theory is to analyze the historical quality values of Web services experienced by similar users to predict the quality of a given Web service for a target user.

Although traditional CF techniques have been successfully applied in many e-commerce recommender systems, they cannot be directly employed in the big data environment for web service recommendation due to three major issues:

1. Data sparsity [3–5]: Inspecting every Web service for its quality value experienced by every user is impractical because it is extremely resource and time consuming. This inevitably leads to high data sparsity in the user-service matrix for Web service recommendation.

2. Scalability [6–9]: Traditional CF techniques are inefficient in processing an extremely user-service matrix for Web service recommendation.

3. Trust [5,31]: There are potentially ratings on quality values provided by untrustworthy users, which decrease the prediction accuracy for Web service recommendation. To address the above issues, researchers have proposed a number of improved CF-based methods.

A native and widely adopted solution to the above issues is to employ clustering techniques to partition users and Web services into clusters so that similar users and Web services can be identified. Then the similar users and Web services are taken by CF techniques to perform quality prediction for Web services. One of the most popular clustering methods is the k-means [10] algorithm.
The k-means algorithm is an unsupervised method that partitions given data points into a manually chosen number (k) of clusters with one initial center randomly selected for each cluster. However, there are two major inherent limitations to Web service recommendation approaches based on k-means. First, it is difficult to determine a proper k to ensure that the corresponding clustering results can properly indicate the similarity between users as well as Web services. Second, the clustering results heavily rely on the random selection of the initial centers. Thus, k-means based quality prediction approaches cannot ensure the accuracy and stability of the prediction results.

To address the above issues, this paper proposes CA-QGS (Covering Algorithm based on Quotient space Granularity analysis on Spark), a novel approach for Web service recommendation. Given a set of users and Web services, CA-QGS first employs a covering-based clustering algorithm to partition users into clusters based on the similarity between their historical quality experiences on each of the co-invoked Web services through granularity analysis. The granularity analysis visualizes the initial clustering results which help users understand the meanings of within-class and among-class from different perspectives. Following a similar procedure, CA-QGS also partitions Web services into clusters based on each user’s quality experiences on Web services. Then, from the final clustering results, CA-QGS chooses a number of users and Web services that are most similar to the target user u and the target Web service s to predict the quality of Web service s for user u. Finally, CA-QGS recommends Web services with the best quality to user u. In order to increase the efficiency of CA-QGS in processing big data, we parallelize the partitioning operation of CA-QGS on Spark.

The major contributions of this paper are:

1. We employ an improved covering-based clustering algorithm to partition users and Web services into clusters respectively based on users’ historical quality experiences through granularity analysis to increase the prediction accuracy. This clustering approach does not require the number of clusters to be pre-specified or the initial centers to be manually selected.

2. We present a novel approach for rapid identification of users and Web services that are most similar to the target user and the target Web service by implementing descending operations on each row element in the user-service matrix. This novel mechanism can address the issue of user trust.

3. We propose a parallel covering algorithm on the Spark platform. Spark is a distributed compute system that allows an efficient, general-purpose programming language to be used interactively to process large-scale datasets on resilient distributed datasets (RDDs). The parallelized covering algorithm significantly improves the efficiency and effectiveness of Web service recommendation in the big data environment.

4. We conduct extensive experiments to comprehensively compare CA-QGS with existing approaches, i.e., traditional collaborative filtering based approaches and k-means-based approaches in prediction accuracy based on a real-world dataset named WS-Dream. The experimental results demonstrate that CA-QGS outperforms those approaches significantly.

This paper is organized as follows. Section 2 overviews the preliminary knowledge. Section 3 discusses the technical details of CA-QGS. Section 4 introduces CA-QGS’s procedure for Web service recommendation. Section 5 presents the experimental results and analysis. Section 6 reviews the related work and Section 7 concludes this paper.

2. Preliminary knowledge

In this section, we first formally define four concepts: user association matrix $M_u$, service association matrix $M_s$, the set of similar users $A(u)$ and the set of similar services $A(s)$. Then, we give corresponding examples.

**Definition 1.** (User association matrix $M_u$). $M_u$ is an $m \times m$ matrix used to record the number of times that $m$ users are partitioned into the same clusters.

An element in $M_u$ denoted by $u_{ij}$, $1 \leq ij \leq m$, is the total number of times that user $i$ and user $j$ are partitioned into the same clusters during the $n$ executions of the clustering algorithm, where $n$ is the number of Web services. Element $u_{ij}$ is updated when user $i$ and user $j$ are partitioned into the same cluster by setting $u_{ij} = u_{ij} + 1$ and $u_{ji} = u_{ji} + 1$ simultaneously. $M_u$ is illustrated below:

$$ M_u = \begin{bmatrix} u_{11} & u_{12} & \ldots & u_{1m} \\ u_{21} & u_{22} & \ldots & u_{2m} \\ \vdots & \vdots & \ddots & \vdots \\ u_{m1} & u_{m2} & \ldots & u_{mm} \end{bmatrix} $$(1)

The user similarity matrix is a symmetric matrix, where $M_u = M_u^T$, $u_{ij} = u_{ji}$, $1 \leq ij \leq m$ and $u_{ij} = u_{ji} = 0$ if $i = j$.

**Definition 2.** (Service association matrix $M_s$). $M_s$ is an $n \times n$ matrix used to record the number of times that $n$ Web services are partitioned into the same clusters.

An element in $M_s$ denoted by $s_{ij}, 1 \leq ij \leq n$, is the total number of times that service $i$ and service $j$ are partitioned into the same clusters during the $m$ executions of the clustering algorithm, where $m$ is the number of users. Element $s_{ij}$ is updated when service $i$ and service $j$ are partitioned into the same cluster by setting $s_{ij} = s_{ij} + 1$ and $s_{ji} = s_{ji} + 1$ simultaneously. $M_s$ is illustrated below:

$$ M_s = \begin{bmatrix} S_{11} & S_{12} & \ldots & S_{1m} \\ S_{21} & S_{22} & \ldots & S_{2m} \\ \vdots & \vdots & \ddots & \vdots \\ S_{m1} & S_{m2} & \ldots & S_{mm} \end{bmatrix} $$

The service similarity matrix is a symmetric matrix, where $M_s = M_s^T$, $s_{ij} = s_{ji}$, $1 \leq i, j \leq n$ and $s_{ij} = s_{ji} = 0$ if $i = j$.

**Definition 3.** (Similar users $A(u)$). Given a user $u$, its similar users, denoted by $A(u)$, are defined as the users that have similar quality experiences on a same set of co-invoked Web services.

$A(u)$ is expressed as $A(u) = \{u_a | u_a \geq u_b, u_a \geq u_k, u_a > 0, 1 \leq a \leq m, u_a \in U, u_b \in M_u\}$, where $U = \{u_1, u_2, \ldots, u_m\}$ represents a set of users, $u_k$ denotes the kth element obtained by the descending operation of the ith row elements in the $M_u$ and the same applies to $u_a$.

**Definition 4.** (Similar Web services $A(s)$). Given a Web service $s$, its similar Web services, denoted by $A(s)$, are defined as the Web services that have delivered similar quality experiences to a same group of users.

$A(s)$ is expressed as $A(s) = \{s_b | s_b \geq s_k, s_b > 0, 1 \leq b \leq n, s_b \in S, s_k \in M_s\}$, where $S$ represents a set of Web services and $S = \{s_1, s_2, \ldots, s_m\}$, $s_k$ denotes the kth element obtained by the descending operation of the ith row elements in the $M_s$ and the same applies to $s_b$.

Given a user $u$, a Web service $s$, a set of users $U = \{u_1, u_2, \ldots, u_m\}$ and a set of Web services $S = \{s_1, s_2, \ldots, s_n\}$, the procedure for predicting the quality of Web service $s$ for user $u$ based on $A(u)$ and $A(s)$.

Fig. 1 presents an example with 9 users, $u_1, \ldots, u_9$, and 9 Web services, $s_1, \ldots, s_9$. The matrix contains the response times of the Web services experienced by the users. Such a matrix is referred to as a user-service matrix, denoted by $M = \{q_{us}\}_{m \times n}$, where $m$ is the
number of users and \( n \) is the number of Web services. Each element \( q_u,s \) in the matrix, \( 1 \leq u \leq m, 1 \leq s \leq n \), is the one-dimensional quality value of Web service \( s \) experienced by user \( u \) in its invocation(s) of \( s \) in the past. Here \( q_u,s \) can be the quality value experienced in one invocation or the average quality value in multiple invocations. An empty cell \( q_u,s \) indicates that Web service \( s \) has not been invoked by user \( u \) and hence its quality is unknown to user \( u \).

The set of Web services that user \( u \) has invoked before is denoted by \( S(u) \) and the set of users that have invoked a Web service \( s \) is denoted by \( U(s) \). Take the user-service matrix in Fig. 1 for example, there are \( S(u_6) = \{ s_4, s_5, s_7, s_8, s_9 \} \) and \( U(s_4) = \{ u_3, u_4, u_6, u_7, u_9 \} \).

Now, suppose we want to predict \( q_{1,4} \), i.e., the quality of Web service \( s_4 \) for user \( u_1 \). In Fig. 1, we can see that \( S(u_6) \cap S(u_1) = \{ s_5, s_7, s_8, s_9 \} \). This indicates that user \( u_6 \) and user \( u_1 \) have both invoked Web services \( s_5, s_7, s_8, s_9 \). If \( u_6 \) and \( u_1 \)'s past quality experiences on \( s_5, s_7, s_8, s_9 \) are similar, it is likely that they will also have similar quality experiences on \( s_4 \). Now, \( q_{6,4} \) is available, i.e., user \( u_6 \)'s quality experience on service \( s_4 \). Thus, taking into account the similarity between \( \{ q_{6,5}, q_{6,7}, q_{6,8}, q_{6,9} \} \) and \( \{ q_{1,5}, q_{1,7}, q_{1,8}, q_{1,9} \} \), together with \( q_{6,4}, q_{1,4} \) can be predicted. This works in both ways. In turn, \( q_{6,2} \) can also be predicted in a similar way. If we look at user \( u_8 \) and user \( u_1 \), there is \( S(u_8) \cap S(u_1) = \emptyset \), meaning that \( u_8 \) and \( u_1 \) have not invoked any common Web services. According to Definition 3, \( u_8 \) and \( u_1 \) are not similar. Thus, \( u_8 \) is not useful and must not be taken into account for the prediction of \( q_{1,4} \). The inclusion of as many users similar to user \( u_1 \) as possible will increase the accuracy of the prediction of \( q_{1,4} \). Thus, the key is to identify users similar to \( u_1 \), e.g., \( u_6 \), and in the meantime, to exclude users dissimilar to \( u_1 \), e.g., \( u_8 \). This also applies to the identification of similar Web services.

3. CA-QGS mechanisms

This section first introduces the improved covering algorithms, including the definition of quotient space and the granularity computing. Then, the implementation of the covering algorithm on Spark is discussed.

3.1. Covering algorithm based on quotient space granularity analysis

The covering algorithm is proposed by Zhang and Zhang according to the geometric meaning of neural networks [11]. It employs a neuron model called M-P to obtain a rule based on field covering and does not require the number of clusters and initial centroids to be pre-specified. Quotient space is one of the three major theories of granular computing [12]. Granular computing is a simulation of a human's global analysis capability. It is widely recognized that it can analyze and observe the same problem from very different granularity. People cannot only solve the problem in a different granularity world, but also jump from one granularity world to another quickly. This capacity to process different granularity worlds is human's most powerful capability in solving problems. The granularity analysis can be analyzed and discussed from the perspective of different granularity of quotient space. Therefore, we propose an improved covering algorithm which considers the initial clusters effect of granularity and merges two clusters into one cluster when the similarity between them is greater than a granularity threshold \( \theta \).

As demonstrated in Fig. 2, we use the user-based covering clustering based on granularity analysis as an example. \( R \) in Fig. 2 refers to a set of all-equivalence relationships on the data, and the different point elements refer to users' quality experiences on the Web service. If the \( R = R_1 \) (\( R_1 \) is a fine-grain), the whole elements are self-contained. Then, the covering algorithm is employed to cluster these elements into seven classes, indicated by bold graphics on the clustering results layer. A new granularity \( R_2 \) is generated through the clustering operation and \( R_3 < R_2 < R_1 \). Any two clusters are merged into one cluster if their similarity is greater than \( \theta \). In Fig. 2, similar circles and ellipses are merged into one cluster. Similar five-pointed stars and hexagonal stars are merged into one cluster. And finally, there are five clusters with a new granularity \( R_3 \). Through granularity analysis, a suitable granularity \( R_3 \) is obtained. Similar elements are partitioned into the same clusters and dissimilar elements with exceptional values are far from other elements on the suitable granularity.

Similar users and Web services are partitioned into the same clusters and dissimilar users and Web services with usual quality values are far from the other users and Web services on the suitable granularity. Thus, those "usual" users and Web services are usually not partitioned into the same cluster with the other users and Web services. They will be excluded from the prediction by the approach for similar user selection discussed in Section 4.3. This way, untrustworthy users cannot jeopardize the accuracy of the prediction results.

3.2. Implementation of covering algorithm on Spark

Spark is the de facto distributed compute platform for large data processing, and is particularly suitable for iterative calculation. A main component of Spark is the resilient distributed dataset (RDD), which represents a read-only collection of objects partitioned across multiple machines that can be rebuilt if a partition is lost. Users can explicitly cache an RDD in memory across multiple machines and reuse it in multiple parallel operations. It is the main reason why Spark is able to process big data efficiently. Due to the performance of memory computing, data locality and transport optimization of Spark, it is particularly suitable for performing recur-
tive operations on big data [13]. Thus, CA-QGS implements the iterative covering algorithm on Spark to maximize its efficiency.

Applications implement on Spark read data from distributed files and transform the data that need to be processed into IndexedRDD [14]. In this research, the data to be processed is users’ quality experiences on Web services, which represented by key-value pairs. IndexedRDD improves the efficiency of the selecting, updating and deleting operations through building indexes according to the key-value pairs stored in the memory across multiple machines. This can shorten the running time of CA-QGS and improve its throughput.

The covering algorithm implemented on Spark is illustrated in Fig. 3. As demonstrated, the distributed files are read from HDFS and transformed into IndexedRDD. The parallel covering process consists of many phases. Each phase comprises three stages which obtain the cluster’s center, radius and the cluster respectively. Phase 1 describes the process for obtaining the first cluster. Stage 1 in phase 1 obtains the first cluster $c_1$ through the reduce operation. This operation obtains the data point that is nearest to the centroid of the whole data in parallel. Stage 2 in phase 1 obtains the radius $r_1$ of the cluster through the map and reduce operations. Specifically, IndexedRDD_buf is obtained, an intermediate variable, through the map operation. The map operation calculates the distance between cluster $c_1$ and each uncovered data point and forms IndexedRDD_buf . Then, radius $r_1$ is obtained through the reduce operation. This operation produces radius $r_1$ by calculating the average of the IndexedRDD_buf in parallel. Stage 3 in phase 1 obtains cluster_1 through the filter operation. In the meantime, the filter operation filters the data points where the distances between center $c_1$ and each uncovered data point are shorter than the radius $r_1$. The radius and center are acquired in stages 1 and 2. The stages in next phases are similar to those in phase 1. These phases are repeated until no more data point can be identified, because it indicates that all data points are clustered by these clusters. That is the end of the covering process.

After the covering process, CA-QGS performs granularity analysis and obtain the final clustering results. CA-QGS uses the improved algorithm executed on $U(s)$ for every Web Service $s$ in $S$, through a total of $n$ executors. Algorithm 1 presents the pseudocode for the above covering algorithm.

### 3.3. Computational complexity analysis

This section discusses the computational complexity of the covering algorithm. In line 5, the computational complexity is $O(m)$

### Algorithm 1 CA-QGS clusters users $U(s)$ that have invoked Web service $s$.

<table>
<thead>
<tr>
<th>Input: $U(s)$ and $s$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output: Results of parallel covering with granularity analysis—a set of clusters $C_1, C_2, ...$</td>
</tr>
<tr>
<td>Begin</td>
</tr>
<tr>
<td>1: $c = \emptyset$</td>
</tr>
<tr>
<td>2: $C_0 = U(s)$</td>
</tr>
<tr>
<td>3: while $C_0 \neq \emptyset$ do</td>
</tr>
<tr>
<td>4: if $c = \emptyset$</td>
</tr>
<tr>
<td>5: center $c \leftarrow$ parallel_get_center($C_0$)</td>
</tr>
<tr>
<td>6: else</td>
</tr>
<tr>
<td>7: center $c \leftarrow$ parallel_get_furtherSample($C_0$)</td>
</tr>
<tr>
<td>8: end if</td>
</tr>
<tr>
<td>9: radius $r \leftarrow$ parallel_get_radius($c, C_0$)</td>
</tr>
<tr>
<td>10: covering $C_0 = \text{parallel_get_covering}(c, r, C_0)$</td>
</tr>
<tr>
<td>11: $C_0 = C_0 \setminus \text{subtruct}(C_0)$</td>
</tr>
<tr>
<td>12: end while</td>
</tr>
<tr>
<td>13: max_similarity $\leftarrow$ get_max_similarity($C_0[i]$)</td>
</tr>
<tr>
<td>14: if $\maxsimilarity \geq 0$ then</td>
</tr>
<tr>
<td>15: $C_i \leftarrow \text{merge}(C_0[i], C_0[i+1])$</td>
</tr>
<tr>
<td>16: update($C_0[i]$)</td>
</tr>
<tr>
<td>17: max_similarity $\leftarrow$ get_max_similarity($C_0[i]$)</td>
</tr>
<tr>
<td>18: end if</td>
</tr>
<tr>
<td>19: return $C[i]$</td>
</tr>
<tr>
<td>End</td>
</tr>
</tbody>
</table>
because there are a maximum of \( m \) data points in \( D \). Similarly, the computational complexity of lines 7, 9, 10 and 11 are also \( O(m) \). Lines 4–11 need to be repeated until all data points in \( D \) are covered. In line 9, the radius of a cluster is the average distance between the center of the cluster and all the data points are not covered by any clusters. On average, each newly created cluster covers half of the uncovered data points. Accordingly, the computational complexity is \( O(\log m) \). In line 13, the computational complexity is \( O(p) \) because there are \( p \) clusters after the initial covering process. Similarly, the computational complexity of lines 15–17 is \( O(p) \) since there are a maximum of \( p \) clusters. Lines 15–17 need to be repeated until the max similarity exceeds \( \theta \). The number of clusters is much smaller than \( m \). Thus, the computational complexity of Algorithm 1 is \( O(m) + O(\log m) + O(p) = O(m) \). For \( n \) Web services, Algorithm 1 needs to be executed for \( n \) times. Thus, the computational complexity of clustering \( m \) users for all \( n \) Web services is \( O(mn) \).

With an algorithm similar to Algorithm 1, CA-QGS partitions the Web services in \( S \) into clusters based on their quality values experienced by each of their common users. The clustering algorithm is executed for a total of \( m \) times, one for each of the \( m \) users. Similar to Algorithm 1, the computational complexity of the algorithm for clustering Web services is \( O(mn) \). Overall, the computational complexity of the entire clustering process is \( O(mn) + O(mn) = O(mn) \).

4. Web service recommendation

This section first introduces CA-QGS’s process for Web service recommendation, and then discusses the four stages in detail.

4.1. Web service recommendation process

Considering that target users want to find desirable Web services through the recommender systems, the main task of Web service recommendation is to predict the QoS values of Web services which are unknown to the target user. Then, the Web services with optimal QoS values are recommended to the target user.

As presented in Fig. 4, given a user \( u \), a Web service \( s \), CA-QGS first predicts \( q_{u,s} \), i.e., the quality of Web service \( s \) for user \( u \), then recommends the Web services with the best \( q_{u,s} \) value to user \( u \). The recommendation procedure consists of four stages. Stages 1 and 2 perform the parallel covering on Spark. Stage 3 predicts the QoS. Stage 4 selects the Web services with the best QoS values. The four stages are discussed in detail below:

1. Based on users’ quality experiences on each Web service \( s \) in \( S \), denoted by \( U(s) \), CA-QGS employs the covering algorithm to partition similar users and Web services into clusters. It then performs granularity analysis based on the initial clustering results and obtains the final clustering results. Two association matrices, \( M_u \) and \( M_s \), are built based on the final clustering results.

2. Based on \( M_u \) and \( M_s \), CA-QGS selects a set of users similar to user \( u \), denoted by \( A(u) \), from \( U(s) \) and a set of Web services similar to Web service \( s \), denoted by \( A(s) \), from \( S \).

3. CA-QGS calculates \( q_{u,s}(u) \), the quality of Web service \( s \) for user \( u \) based on \( A(u) \). In the meantime, it calculates \( q_{u,s}(s) \) based on \( A(s) \). Then, it predicts \( q_{u,s} \) by combining \( q_{u,s}(u) \) and \( q_{u,s}(s) \).

4. CA-QGS recommends the Web services with the optimal QoS values to the target user.

4.2. Stage 1: parallel covering algorithm based on granularity analysis

To identify \( A(u) \), CA-QGS first partitions the users \( u \in U \) into clusters based on their historical QoS experiences on each individual Web service in \( S \). For each web service \( s \in S \), CA-QGS maps the \( p \)-dimensional quality of the users in \( U \) that have invoked \( s \) into a \( p \)-dimensional space in the past, where each data point represents a user’s quality experience on \( s \). CA-QGS transforms all users’ quality experiences into IndexedRDD and conducts the parallel covering algorithm on each service \( s \) based on IndexedRDD, then returns initial clustering results. The relationship between clusters is adjusted based on the initial clustering results by performing granularity analysis with the global optimal similarity threshold \( \theta \). After that, CA-QGS obtains the final covering clustering results. As illustrated in Fig. 5, CA-QGS partitions the data points into clusters. The users in the same cluster have similar or even the same experiences on specific Web services. There are four services in Fig. 5. We employ the User Rating attribute to describe the covering process in a concise and clear way. We employ the covering-based clustering algorithm to partition users into clusters based on their experiences on Web service \( s_1 \). This way, we obtain four clusters, i.e., \( \{u_1, u_6, u_8\} \), \( \{u_9\} \), \( \{u_2, u_4\} \) and \( \{u_3, u_5, u_7\} \). The granularity analy-
If the number of Web services co-invoked by two users is large, their quality experiences on those Web services can significantly contribute to the computation of their similarity. This is a fundamental assumption of collaborative filtering [37]. It also complies with the principle of statistical significance—high statistical significance indicates that the result is not attributed to chance. For example, if two users have both invoked a large number of Web services and have experienced highly similar, or even the same response times, it is highly likely that they will have similar, or even the same experiences on the response times of other Web services. A possible (but not necessarily the only) reason is that they might be located within the same local area network and rely on the same network infrastructure when accessing the same Web service. On the contrary, if two users have only co-invoked a very small number of Web services and have had similar quality experiences, it does not necessarily mean that they will have similar quality experiences on other Web services. For example, two users have only co-invoked one Web service in the past and have experienced similar or the same response times. It is too soon to determine that they will also experience similar or the same response times when invoking other Web services. Statistically, the same experiences they have on that only co-invoked Web service could be attributed to chance.

CA-QGS prioritizes users that have co-invoked a larger number of Web services with user $i$ when selecting users similar to user $i$. A high value of $u_{ij}$ in $M_u$ indicates that users $i$ and $j$ have co-invoked a large number of Web services and have had similar quality experiences on those Web services. Formula (3) presents the user association matrix obtained from processing the user-service matrix in Fig. 1. Take user $u_8$ for example. User $u_{8k}$ should be given the highest priority during the selection of users similar to $u_8$. User $u_k$ should be given the second highest priority. Users $u_2$, $u_4$ and $u_6$ should be given priorities lower than $u_8$ and $u_2$ but higher than $u_1$, $u_3$ and $u_7$. There are many ways to allocate different weights to different users during the selection of similar users according to their priorities. For example, a set of weights, $w_1$, $w_2$, ..., $w_9$, can be allocated to users $u_1$, $u_2$, ..., $u_9$ respectively to indicate their priorities, where $w_9 > w_5 > w_2$, $w_4$, $w_6 > w_1$, $w_3$, $w_7$ and $2\sum_{i=1}^9 w_i = 1$. CA-QGS selects the top $k_0$ ($1 \leq k_0 \leq m - 1$) users that have been partitioned into the same cluster for the most times. Accordingly, CA-QGS performs descending operations on each row elements in the user association matrix $M_u$ and selects the top $k_0$ users form $S(u)$:

$$
M_u = \begin{bmatrix}
0 & 0 & 0 & 0 & 1 & 0 & 1 & 0 & 1^T \\
0 & 0 & 3 & 1 & 1 & 2 & 0 & 0 & 1 \\
0 & 3 & 0 & 2 & 0 & 0 & 0 & 0 & 1 \\
0 & 1 & 2 & 0 & 1 & 2 & 1 & 1 & 1 \\
1 & 0 & 1 & 0 & 1 & 0 & 2 & 1 & 1 \\
1 & 2 & 0 & 0 & 1 & 0 & 3 & 0 & 1 \\
0 & 0 & 0 & 2 & 0 & 3 & 0 & 1 & 0 \\
1 & 0 & 0 & 1 & 2 & 0 & 1 & 0 & 3 \\
0 & 1 & 0 & 1 & 2 & 1 & 0 & 3 & 0
\end{bmatrix}
$$

(3)

Given a Web service $s$, CA-QGS employs a similar to select top $k_0$ ($1 \leq k_0 \leq n - 1$) Web services similar to Web service $s$.

The optimal $k$ value can be obtained efficiently through experimenting with different $k$ values, which does not require time-consuming re-clustering of users and Web services. Parameter $k$ ($k_o$ or $k_0$) is a domain-specific parameter. Different applications and data sets usually have their own characteristics, and hence inherit different optimal $k$ values. On the one hand, a too small $k$ value cannot ensure that all useful information on the users is used to perform quality predictions. On the other hand, a too large $k$ value may lead to the inclusion of dissimilar users into the quality prediction, and consequently decreases the prediction accuracy. There-

![Fig. 5. Covering based on user.](image)

![Fig. 6. User covering based on granularity analysis.](image)
fore, the k value should be set domain-specifically based on experiences and/or experiments. In Section 5.4, we study the impact of k on the prediction accuracy with a real-world data set.

4.4. Stage 3: prediction

Based on the quality experiences obtained from the selected k users similar to user u, i.e., A(u), CA-QGS employs Formula (4) as a user-based method to predict the quality of Web service s for user u with a weighted average of the quality experienced by the k_u users:

\[ q_{u,s}(u) = \frac{\sum_{r=1}^{k_u} (r_{a_r(t)} \times n_{a_r(t)})}{N_u} \]  

(4)

where \( k_u \) is the number of users similar to the target user u, \( a_r(t) \) represents the rth user in the set of users similar to user u, \( r_{a_r(t)} \) denotes the user u(t) that invoked Web service s, \( n_{a_r(t)} \) indicates the number of times that user u and \( a_r(t) \) are partitioned into a same cluster, and \( N_u \) represents the total number of times that user u and its similar users are partitioned into a same cluster.

Similarly, CA-QGS employs formula (5) as an item-based method to predict the quality of Web service s for user u with a weighted average of the quality of the selected k_s services similar to Web service s, i.e., A(s):

\[ q_{u,s}(s) = \frac{\sum_{r=1}^{k_s} (r_{a_r(t)} \times n_{a_r(t)})}{N_s} \]  

(5)

where \( k_s \) is the number of Web services similar to the target service s, \( a_r(t) \) represents the rth service in the set of services similar to s, \( r_{a_r(t)} \) denotes service \( a_r(t) \) that was invoked by user u, \( n_{a_r(t)} \) indicates the number of times that service s and \( a_r(t) \) are clustered into a same cluster, and \( N_s \) represents the total number of times that service s and its similar services are clustered into a same cluster.

Formulas (4) and (5) are used to predict the quality of a Web service based on only similar users and similar Web services respectively. However, it is possible that there are only a small number of similar users or similar Web services due to the sparsity of the user-service matrix. Quality prediction by formula (4) or (5) is prone to be inaccurate due to the lack of adequate data in the user-service matrix. Thus, it is necessary to combine the prediction results obtained by the user-based and item-based methods. This, CA-QGS combines formulas (4) and (5) with the weighting factor \( \lambda \), which is experimentally studied in Section 5.4, to achieve more accurate prediction results:

\[ q_{u,s} = \lambda q_{u,s}(u) + (1 - \lambda) q_{u,s}(s) \]  

(6)

where \( \lambda \in [0,1] \) is a weighting parameter that indicates the priority given for the results obtained from Formula (4). Parameter \( \lambda \) allows the prediction to adapt to different environments. When \( \lambda = 1 \), it is equivalent to prediction solely based on users. On the contrary, \( \lambda = 0 \) is equivalent to prediction solely based on services. If user u has not invoked any services and service s has not been invoked by any users, the average quality of all services is used as the predicted quality. Formula (7) summarizes the three different scenarios:

\[ q_{u,s} = \begin{cases} 
\lambda q_{u,s}(u) + (1 - \lambda) q_{u,s}(s) & A(u) \neq \emptyset \text{ and } A(s) \neq \emptyset \\
q_{u,s}(u) & A(u) \neq \emptyset \text{ and } A(s) = \emptyset \\
q_{u,s}(s) & A(u) = \emptyset \text{ and } A(s) \neq \emptyset \\
null & A(u) = \emptyset \text{ and } A(s) = \emptyset 
\end{cases} \]  

(7)

4.5. Stage 4: Web service recommendation

After predicting the quality values of Web services with formula (7), the Web services with the optimal QoS values are selected and recommended to user u.

5. Experimental evaluation

In this section, we experimentally compare CA-QGS with six state-of-the-art approaches in their effectiveness (measured by prediction accuracy) and efficiency (measured by computational overhead). In the experiments, we change the values of different parameters, including the matrix density, \( \lambda, k \), the similarity threshold \( \theta \) and the number of clusters.

The Spark cluster used to implement CA-QGS is built on a cluster with nine connected nodes. Each node runs Windows 7 64 bit and Spark 1.4 on Intel Core i7-4970 3.6 GHZ, 16G RAM. The total number of CPU cores is 72 and the total memory capacity is 450G.

5.1. Experimental setup

The experiments are conducted on WS-Dream [15–17], a real-world dataset that contains two-dimensional quality values of 5,825 real-world Web services, including their round-trip times (RTT) and throughput (TP). The data were collected from 339 distributed users’ invocations on those Web services. In total, there are 1,974,675 records. This dataset has been used by many researchers [10,32]. In this section, we present the results obtained from experiments on the RTT data. The ones from experiments on the TP data are similar, thus are omitted.

In the experiments, we randomly select a certain percentage of Web services from the dataset as a training set. The remaining Web services are used as a test set. The percentage of training set varies from 5% to 30% in step of 5%. We also change the matrix density from 0.1 to 0.3 in steps of 0.05, k from 1 to 10, \( \lambda \) from 0.1 to 1, and the similarity threshold \( \theta \) from 0.4. This way, we comprehensively evaluate the ability of CA-QGS to handle datasets with different characteristics in various application scenarios. We also evaluate the efficiency of CA-QGS by comparing the time consumption with a state-of-the-art parallel prediction approach based on k-means. In those experiments, we change the total number of CPU cores from 10 to 50 in step of 10.

5.2. Evaluation metrics

To evaluate the prediction accuracy, we employ two metrics, namely mean absolute error (MAE) and root mean square error (RMSE), in the experiments.

MAE is defined as:

\[ \text{MAE} = \frac{\sum_{u,s} |r(u, s) - p(u, s)|}{N} \]  

(8)

where \( r(u, s) \) denotes the predicted QoS values between service user u and Web service s, \( p(u, s) \) denotes the measured QoS value, and \( N \) is the number of Web services in the prediction results.

Root mean square error (RMSE) presents the standard deviation of the prediction error, which is expressed as follow:

\[ \text{RMSE} = \sqrt{\frac{\sum_{u,s} (r(u, s) - p(u, s))^2}{N}} \]  

(9)

Lower MAE and RMSE values indicate higher prediction accuracy.

5.3. Performance comparison

CA-QGS is compared with the following state-of-the-art prediction approaches:

• UPCC (User-based collaborative filtering method using Pearson Correlation Coefficient): This method employs values contributed by similar users to predict missing QoS values [17].
IPCC (Item-based collaborative filtering method using Pearson Correlation Coefficient): This method employs values contributed by similar services to predict missing QoS values [23].

UIPCC: This method combines IPCC and IPCC with a specific parameter lambda to predict missing values based on both similar users and similar services [27].

PKU: The parallel K-means method is used to cluster users and the similar users are obtained. Then, the missing QoS values of unused Web services are predicted based on similar users for recommendation.

PKU shares the same methodology as our user-based prediction approach UCA-QGS to cluster users for the identification of similar users. To ensure the comprehensiveness of the comparison, we have also implemented the following two prediction approaches:

- PKI: The parallel K-means method is used to cluster Web services to identify similar Web services. Then, the missing QoS values of unused Web services are predicted based on similar users for recommendation.
- PKUI: Combining PKU and PKI, this approach predicts the missing quality values of unused Web services based on both similar users and similar Web services.

In this series of experiments, the matrix density varies from 5% to 30% in steps of 5%. The value of k is set to 2, and \( \lambda = 0.4 \). The accuracies achieved by different approaches are presented in Table 1.

The experimental results show that CA-QGS achieves the highest prediction accuracy across all scenarios. The increase in the matrix density increases the prediction accuracy obtained by CA-QGS.

### 5.4. Impact of parameters

#### 5.4.1. Impact of Top-k

Parameter \( k \) determines the number of similar users or services selected for prediction. In order to investigate the impact of \( k \) on prediction accuracy, we set the matrix density as 20%, \( \lambda = 0.4 \) and similarity threshold \( \theta \) as 0.6, and change the value of \( k \) from 1 to 10 in steps of 1. The experimental results are illustrated in Fig. 7.

According to the experimental results, the increase in the value of \( k \) does not necessarily lead to a higher prediction accuracy. Overall, as the value of \( k \) increases, the prediction accuracy increases at the beginning before reaching its optimal value 2, and then starts to decrease because \( k \) continues to increase. This indicates that \( k \) must not be too small or too big. A \( k \) value that is too small does not include adequate information on similar users and Web services in the prediction. This is demonstrated in Fig. 7 by the decreases in MAE and RMSE in both series of experiments as the value of \( k \) starts to increase from 1. On the other hand, a \( k \) value that is too large may involves users and/or Web services that are not similar to target user and target Web service. Such users and Web services may decrease the prediction accuracy significantly.

#### 5.4.2. Impact of \( \lambda \)

Parameter \( \lambda \) determines how much CA-QGS replies on similar users and similar services respectively, when predicting the quality of a Web service for a user. As discussed in Section 4.4, when \( \lambda = 0 \), CA-QGS is equivalent to ICA-QGS as only similar Web services are considered. Similarly, when \( \lambda = 1 \), CA-QGS is equivalent to UCA-QGS. Thus, we vary the \( \lambda \) value from 0.1 to 0.9 in steps of 0.1 to evaluate its impact on CA-QGS. In this series of experiments, we set the matrix density to 0.2, similarity threshold \( \theta \) to 0.6 and \( k \) to 2. The experimental results are illustrated in Fig. 8.

Fig. 8 demonstrates that \( \lambda \) impacts the prediction accuracy of CA-QGS significantly. Overall, MAE and RMSE in Fig. 8 increase with the increase of \( \lambda \) before reaching their optimal values. Then, MAE and RMSE decrease because the \( \lambda \) value continues to increase. Similar to our findings of \( k \), \( \lambda \) must not be too small or too big. A suitable \( \lambda \) value provides the best prediction accuracy because it enables a proper combination of the information on similar users and similar Web services.

#### 5.4.3. Impact of \( \theta \)

Finding the global optimal similarity threshold \( \theta \) is vital to improve the prediction accuracy of CA-QGS. We conduct extensive ex-
ing the impact of \( \theta \). In this series of experiments, we set the matrix density to 0.2, \( \lambda \) to 0.4 and \( k \) to 2. In the meantime, we vary the value of \( \theta \) from 0.3 to 1 in steps of 0.1. Then, we obtain user association matrices and service association matrices with different values of \( \theta \). Finally, we employ those matrices to perform prediction and obtain the optimal value of \( \theta \). The experimental results are illustrated in Fig. 9.

If \( \theta \) is set to a small number, the data may be only clustered into a few clusters. In contrast, if the threshold is set to a large number, the data may be clustered into many clusters without considering the correlation between the clusters after the initial clustering. Fig. 9 shows the clustering results with different \( \theta \) values. It demonstrates that an appropriate \( \theta \) allows an accurate prediction. In our experiments, we obtain the most accurate prediction results when \( \theta = 0.6 \). Once \( \theta \) changes, the clustering results will change. This leads to changes in the association matrices, which impact the prediction results. Therefore, the change in \( \theta \) has a great influence on the prediction results.

5.4.4. Impact of matrix density

Section 5.2 compares the prediction accuracy achieved by different approaches under various matrix density settings. In this section, we investigate the impact of the matrix density on CA-QGS. The experimental results shown in Fig. 10 demonstrate that the matrix density has a significant impact on the prediction accuracy obtained by CA-QGS.

The experimental results show that both MAE and RMSE decrease because the matrix density increases in all cases. A data set with a higher matrix density contains more information on users and Web services that can be employed to make predictions. Thus, it allows CA-QGS to achieve higher prediction accuracy.

5.5. Efficiency evaluation

Besides the effectiveness measured by the prediction accuracy, the efficiency of a recommendation approach also plays an important role in its practicality. The time consumption of a recommendation approach with high effectiveness might still not be practical in very large-scale scenarios. In recent years, cloud computing has significantly promoted the development of big data [26].

With the prevalence of cloud computing and service computing, more and more services have been co-invoked by a large number of users, resulting in massive invoking records. We also conduct a series of experiments to compare the efficiency of CA-QGS with K-means in processing a large number of service invocation records. We synthetically generate five large datasets based on the WS-Dream dataset, which include 100,000, 1,000,000, 5,000,000, 10,000,000, and 20,000,000 service invocation records to simulate very large-scale scenarios. These datasets are generated by extracting the corresponding number of users’ service invocation records on each Web service and the all service invocation records are regarded as those generated by many users on a Web service.

To evaluate the performance of the parallel covering-based clustering algorithm introduced in Section 4.2, we compare it with the original covering algorithm (CA) on the five abovementioned large-scale datasets. The results are shown in Fig. 11 where Differ-DNs refer to five large data sets. Fig. 11(a) shows the time consumption taken by CA-QGS and CA respectively, while Fig. 11(b) shows the speedup of CA-QGS against CA.

CA-QGS takes 10 s to process the dataset with 100,000 service invocation records and CA takes 12 s. To process the largest datasets with 20,000,000 service invocation records, CA-QGS takes only 192 s, 18 times more (192 s versus 10 s), while CA takes 1230 s, 102 (1230 vs. 12 s). The results indicate that, as the dataset becomes larger, the time taken by CA increases more much more rapidly than CA-QGS. As we can see in Fig. 11(b), with the increase in the size of the dataset, the speedup of CA-QGS also increases. This demonstrates that CA-QGS is suitable for large-scale scenarios.

We also implement extensive experiments to study the impact of the total number of CPU cores on CA-QGS and the prediction approach based on k-means. In Fig. 12, Speedup refers to the ratio of the time spent by a single processor system and a multi-processor system. DS1 and DS2 refer to the two datasets, one with 5,000,000 service invocation records and the other with 10,000,000, used in this series of experiments.

Fig. 12(a) demonstrates the time consumption taken by CA-QGS and k-means to process the dataset with 10,000,000 service invocation records. With the increase in the number of CPU cores, the time taken by CA-QGS and k-means gradually decrease. How-
ever, CA-QGS consumes much less time than k-means which indicates that the efficiency of our method is significantly better than the prediction approach based on k-means. The speedups of CA-QGS are shown in Fig. 12(b). We can observe that, with the same number of CPU cores, a bigger dataset results in a more significant speedup. When the number of CPU cores increases, the speedup also increases but has less significant. This is caused by the increase in the communication between CPU cores, which contributes to the total clustering time. Thus, in scenarios with an even larger dataset or where extremely fast predictions are needed, CA-QGS is a more suitable choice due to its outstanding advantage in efficiency over the traditional covering algorithm and the prediction approach based on k-means.

6. Related works

Web service recommendation has become a very active research area in the past few years. CF is the dominant technique in current recommender systems [4, 19, 20] for Web service recommendation. In recent years, many researchers have employed clustering techniques to improve the drawbacks of CF in predicting the quality of Web services. This section will first review the related work on CF-based approaches for Web service recommendation in general, then the approaches based on clustering.

6.1. CF-based approaches

CF approaches are widely adopted in recommender systems [4, 19, 20] for Web services. Many approaches based on CF have been proposed in recent years for Web service recommendation [9, 21, 25]. To name a few, the approach proposed by Shao et al. [17] first calculates the similarity measured by the Pearson Correlation Coefficient (PCC) between users based on their past experiences on the quality of Web services. It then predicts the quality values of the target Web services based on users’ experiences that are similar to the target user. This method is implemented in our experiments as UPCC. The method named iPCF, which is also implemented in our experiments, is a prediction approach based on only similar Web services. This approach was first invented and used by Amazon [23] and has been extensively investigated and widely employed [24]. This approach identifies similar Web services using PCC and predicts the missing quality values of unused Web services based on identified similar Web services.

Making predictions only based on similar users like UPCC suffer from poor prediction accuracy when there are not adequate similar users and the same for iPCF when there are not adequate similar Web services. To address this issue, Zheng et al. [27] combine the user-based and item-based CF techniques and introduce weights to balance the impact of user-based and item-based CF approaches. Their approach improves the prediction accuracy significantly. Researchers have also employed other modified CF-based approaches to perform Web service recommendation. Liu et al. [28] present a new user similarity model to improve the recommendation accuracy while only a few service invocation records are available for the calculation of user similarity. The model considers not only the local context information of service invocation records, but also the global preferences for user behaviors. Luo et al. [29] design an incremental CF-based approach enhanced with the Regularized Matrix Factorization (RMF). They investigate the training process of MF-based recommendation approaches, and incrementally update the trained parameters according to new data. As a result, they can obtain an efficient strategy used in Recommender. Liu et al. [30] propose a combination of location-aware and personalized CF method. They employ not only the quality values but also the location of Web services to perform service recommendation. The location of a user is estimated based on its IP address. Similar users are identified based on both their quality experiences on Web services and their locations. A location-aware and personalized Web service recommendation approach is designed. Wang et al. [31] propose a reputation measurement method to prevent biased and malicious users’ quality ratings of Web services from being used in Web service recommendation. This approach detects user preferences and malicious users’ quality ratings of Web services by adopting the Cumulative Sum Control Chart. It then reduces the influence of subjective users’ quality ratings using PCC. This way, the prediction accuracy can be improved.

6.2. Clustering-based approaches

Data sparsity, poor scalability the computational overhead are the three major issues that CF techniques have yet to properly address. Many researchers have attempted to cluster users and Web services to identify similar users and Web services before Web service recommendation.

Kumara et al. [32] propose a clustering-based service recommendation approach that employs the bottom-up hierarchical clustering technique to cluster users and Web services based on their quality experiences and semantic similarity. They also consider the association between services and recommend services using the generated clusters and services with better QoS values selected by a filtering process. Chen et al. [33] cluster users into different regions according to their locations and quality experiences with the hierarchical clustering technique. Web services are clustered based only on the similarity between their QoS values. The quality of Web services are then performed by finding target user’s or target service’s similar neighbors. However, their approach does not consider the information on similar users. Zhang et al. [34] propose an approach that employs a fuzzy clustering approach to cluster users. The approach takes the advantages of both fuzzy clustering and PCC. The major limitation of their approach is the significant impact of initially selected centroids on the clustering results. Due to its simplicity and popularity, the k-means algorithm has also attracted many researchers’ attention as a means for clustering users and Web services. Yu et al. [3] propose an approach named CluCF that employs the k-means algorithm to cluster users and Web services with the focus on lowering the complexity of updating clusters upon new users and new Web services. Similar to [3], Wu et al. [10] also employ the k-means algorithm to cluster users, but with a different aim to identify untrustworthy users. Su et al. [35] propose a trust-aware approach TAP that combines k-means for Web service recommendation. They use k-means to cluster users and Web services and then calculate the reputation of users and Web services based on the clustering information and their beta reputation. Next, they identify trustworthy similar users and similar Web services. Finally, they perform predictions for target users by combining similar users and similar Web services. Although those recommendation approaches perform well in off-line testing on small datasets, they are too computationally expensive on large datasets. Therefore, Wang et al. [36] propose a new collaborative filtering recommendation algorithm based on k-means. This approach first clusters the longitude and latitude of users and then calculates the similarity of users within each cluster. However, the critical limitation to prediction approaches based on k-means remains unsolved - the clustering results heavily rely on the pre-specified number of clusters and the initially selected centroids.

In this paper, we propose CA-QGS, a novel approach for predicting the quality of Web services and recommending services to target users. CA-QGS efficiently addresses the limitations and issues of existing approaches with a novel covering-based clustering technique. CA-QGS does not require the number of clusters or the centroids of clusters to be pre-specified. Implemented on Spark, CA-QGS can efficiently mitigate the issue of data scalability. The exper-
imential results demonstrate that CA-QGS significantly outperforms state-of-the-art prediction approaches for Web service recommendations in both effectiveness and efficiency.

7. Conclusion and further study

In this paper, we propose CA-QGS, a novel covering-based approach for Web service recommendation with quotient space granularity analysis. CA-QGS first employs a covering algorithm to partition users into clusters based on the similarity between their historical quality experiences on each of the co-invoked Web services with a granularity analysis mechanism. Based on the initial clustering results, the granularity analysis mechanism helps users visually understand the physical meaning of within-class and among-class from different perspectives. Following a similar procedure, CA-QGS also partitions Web services into clusters based on each user’s quality experiences on them. Then, from the final clustering results, CA-QGS chooses a number of users and Web services that are most similar to the target user and the target Web service as the basis for quality prediction. Based on the selected similar users and Web services, CA-QGS predicts the quality of Web service s for u. Finally, CA-QGS recommends the Web services with optimal QoS values to the target user. CA-QGS can be implemented on Spark to increase its efficiency in processing large datasets. The results of the experiments on the real-world WS-Dream dataset demonstrate that CA-QGS significantly outperforms state-of-the-art prediction approaches for Web services. The results also demonstrate that CA-QGS is more efficient in both clustering and prediction.

In our future work, we will enhance CA-QGS to solve the cold-start problem and consider other QoS values, such as the location information of the Web services, to facilitate more accurate Web service recommendation.
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